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Some Formulae

Poisson(α) : pX(k) =
αke−α

k!
, k = 0, 1, 2, . . . , E[X] = α, var[X] = α

Geometric(p) : pX(k) = (1− p)k−1p, k = 1, 2, . . . , E[X] = 1
p
, var[X] = 1−p

p2
.

Binomial(n, p) : pX(k) =

(
n
k

)
pk(1− p)n−k, 0 ≤ k ≤ n, E[X] = np, var[X] = np(1− p).

Exponential(λ) : fX(x) = λe−λx and FX(x) = 1− e−λx, E[X] = 1
λ
, var[X] = 1

λ2 .

Moment generating function (mgf): φX(s) = E[esX ].

Binomial coefficient:
(

n
k

)
=

(
n

n− k

)
=

n!

k!(n− k)!
=

n(n− 1) · · · (n− k + 1)

k!

Bayes’ Rule: Given a partition B1, B2, . . . , Bn of the sample space and an event A,

P[Bj|A] =
P[A|Bj] · P[Bj]

n∑
k=1

P[A|Bk] · P[Bk]

If X ∼ N (m, σ2) then fX(x) =
1

σ
√
2π

exp
(
−1

2

(
x−m
σ

)2).

If X ∼ N (m,K) is a Gaussian random vector with mean vector m and covariance matrix
K, then

fX(x) =
exp

{
−1

2
(x−m)TK−1(x−m)

}

(2π)n/2|detK|1/2

2-by-2 Matrix Determinant and Inverse

A =

[
a b
c d

]
, detA = ad− bc, A−1 =

1

detA

[
d −b
−c a

]
.

Trigonometric Formulae:

cos(s+ t) = cos s cos t− sin s sin t,

sin(s+ t) = sin s cos t+ cos s sin t.

Φ-table and Q-table over the page
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1 Basics

Conditional Probability

P [A|B] =
P [A ∩B]

P [B]

Bayes’ Rule

P [B|A] =
P [A|B]P [B]

P [A]

Scaling and Shifting

Y = aX + b

fY (y) =
dFY (y)

dy
=
dFX(y−ba )

dy
=

1

a
fX(

y − b
a

)

fY (y) =
1

|a|fX(
y − b
a

)

2 Continuous RV’s

3 Transformations

General Transformation

fY (y) = |detδx
δy
|fX(g−1(y))

Affine Transformation

W = AX + b

fW (w) =
1

|det(A)|fx(A−1(w − b))

Gaussian Transformations

W = AX + b

µW = AµX + b

CW = ACXA
T

Polar coordinate transformation

X1 = R cos(θ)

X2 = R sin(θ)

δ(x1, x2)

δ(r, θ)
=

[
cos(θ) −r sin(θ)
sin(θ) r cos(θ)

]

Det = r

f[R,Θ](r, θ) = rf[X1,X2](r cos(θ), r sin(θ))

Box-Muller Transformation

X1 =
√
V cos(θ)

X2 =
√
V sin(θ)

δ(x1, x2)

δ(r, θ)
=

[
1
2

cos(θ)√
v

−√v sin(θ)
1
2

sin(θ)√
v

√
v cos(θ)

]

Det =
1

2

f[V,Θ](v, θ) =
1

2
f[X1,X2](

√
v cos(θ),

√
v sin(θ))

4 Mean and Covariance

Correlation Matrix

RX = E[XXT ]

Covariance

Cov[X,Y ] = E[(X − µX)(Y − µY )]

Covariance Matrix

CX = E[(X − µx)(X − µX)T ]

= E[XXT ]− µXµTX
= RX − µXµTX

=

[
V ar[X] Cov[X,Y ]
Cov[X,Y ] V ar[Y ]

]

Correlation between two RV’s

E[XY ] = E[X]E[Y ]For independent RV’s

Correlation Coefficient

ρX,Y =
Cov[X,Y ]√
V ar[X]V ar[Y ]

=
Cov[X,Y ]

σXσY

Cross-Covariance Matrix

CXW = E[(X − µX)(W − µW )T ]

Cross-Correlation Matrix

E[XWT ]

Note that the auto-covaraince is same as the
covariance matrix, and the auto-correlation matrix

is the same as the correlation matrix
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5 Conditional RV

Conditional Joint CDF

F(X,Y )|B(x, y) = P [X ≤ x and Y ≤ |B]

Conditional Joint PDF

f(X,Y )|B(x, y) =

{
fX,Y (x,y)
P [B] (x, y) ∈ B

0 otherwise

Conditional Joint PMF

p(X,Y )|B(x, y) =

{
pX,Y (x,y)
P [B] (x, y) ∈ B

0 otherwise

Conditional Expected Value Function

E[X|Y = y] =
∑

x∈SX

xpX|Y (x|y)

E[X|Y = y] =

∫ ∞

−∞
xfX|Y (x|y)dx

E[E[X|Y ]] = E[X]

Handy Fact

E[E[g(X)|Y ]] = E[g(X)] if g() is a function

6 Sum of Random Variables

Central Limit Theorem

Xj i.i.d

σ2
X = V ar[X]

Zn =
(X1 +X2 + · · ·+Xn)− nE[X]√

n

E[Zn] = 0

V ar[Zn] = σ2
X

lim
n→∞

FZn
(z) = FG(z)

7 Random Processes

Auto-Correlation Function

R(t1, t2) = E[X(t1)X(t2)]

Auto-Covariance Function

K(t1, t2) = Cov[X(t1), X(t2)]

= R(t1, t2)− µ(t1)µ(t2)

White Noise Process

µ = 0

R(τ) = Kδ(τ) where k is a constant

For discrete time, and iid zero-mean random
sequence is white noise

RX(τ) = 0, τ 6= 0

σ2
X = RX(0) (Process variance)

In the CT time case, any two X(t) and X(t+τ) are
uncorrelated

A stationary random process has

• Constant mean and constant variance

• Auto correlation function that can be written
as a function of just one variable

R(τ) = E[X(t+ τ)X(t)] is only dependent on τ
For example, i.i.d random sequence, white noise

process

A wide-sense stationary process has

• Constant mean

• Auto correlation function that can be written
as a function of just the time difference t1 − t2

R(τ) = E[X(t+ τ)X(t)]
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